
Never Underestimate Your Opponent:

Hindsight Bias Causes Overplacement and

Overentry into Competition*

David Danz�

October 27, 2020.�

Abstract

This study investigates a source of comparative overconfidence, or
overplacement, which occurs when people overestimate themselves rel-
ative to others. We present a simple application of information pro-
jection (Madarász, 2012) to show that hindsight bias can lead to over-
placement and excessive willingness to compete. We run an experiment
in which subjects choose between a competitive tournament and piece-
rate compensation after observing some of their competitors’ past per-
formance. We exogenously manipulate whether subjects have ex post
information about their competitors’ past tasks (hindsight) or not (no
hindsight). We find that hindsight bias generates overplacement and
increases subjects’ valuation of tournament participation by 19%. In
line with theory, the additional tournament entry in the hindsight set-
ting is driven by low-performing participants who should not have en-
tered the tournament.
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1 Introduction

Overconfidence is a widespread phenomenon and is found among managers

(Huffman et al., 2019), CEOs (Malmendier and Tate, 2005, 2015), pro-

fessional traders (Glaser et al., 2005), and entrepreneurs (Cooper et al.,

1988). It has been linked to excessive trading (Odean, 1998; Barber and

Odean, 2001), speculative bubbles (Scheinkman and Xiong, 2003), bargain-

ing impasse (Neale and Bazerman, 1985), poor acquisitions (Hayward and

Hambrick, 1997; Malmendier and Tate, 2008), entrepreneurial failure (Wu

and Knott, 2006; Koellinger et al., 2007), and war (Howard, 1984; Johnson,

2004).

In this paper, we seek to better understand the conditions that lead

to comparative overconfidence, or overplacement, which occurs when people

overestimate themselves relative to others. In particular, we consider a factor

that has not been tested directly as a cause of overplacement: hindsight bias.

We investigate whether hindsight bias leads to comparative overconfidence

in beliefs and to overconfident behavior in the form of overentry into compet-

itive tournaments. As a mechanism, hindsight bias makes interesting pre-

dictions about when overconfidence will be particularly pronounced, namely

situations characterized by asymmetric information. Paradoxically, more in-

formation can worsen overplacement through hindsight bias. Hindsight bias

also predicts that novice actors who have little experience with a task are

particularly prone to overconfidence.

Hindsight bias might be an important and overlooked factor for over-

placement in real-world settings. First, as “[o]ne of the most widely studied

biases in the judgment literature” (Rabin, 1998), hindsight bias is hard to

overcome with debiasing techniques (Guilbault et al., 2004). It is found in,

among others, bankers (Biais and Weber, 2009), physicians (Arkes et al.,

1981; Dawson et al., 1988; Arkes, 2013), judges (Anderson et al., 1997;

Harley, 2007), and entrepreneurs (Cassar and Craig, 2009). Second, pre-

vious research in the lab on overplacement and overentry has been con-

ducted in settings with symmetric information about subjects’ tasks, where
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hindsight bias cannot occur. In the real world, informational asymmetries

emerge naturally over time and performance evaluations are thus likely to

be affected by hindsight bias.

Our predictions are based on a simple application of Madarász’s (2012)

model of information projection. Information projection unifies a number of

well-documented biases that occur under informational asymmetries: hind-

sight bias (Fischhoff, 1975; Fischhoff and Beyth, 1975), curse of knowledge

(Camerer et al., 1989), and illusion of transparency (Gilovich et al., 1998).

These biases have in common that they describe our inability to put our-

selves in the shoes of less-informed others (or our past self). With hindsight

bias, we think that we “knew it all along” and overestimate the prior pre-

dictability of historic events (Fischhoff, 1975; Fischhoff and Beyth, 1975),

elections (Blank et al., 2003), verdicts (Bryant and Guilbault, 2002), exper-

imental results (Slovic and Fischhoff, 1977), entrepreneurial success (Buk-

szar and Connolly, 1988), or how early a patient’s condition could have been

diagnosed (Arkes et al., 1981; Berlin, 2003).1 A key mechanism of informa-

tion projection is that such “creeping determinism” leads to systematically

biased performance evaluations: evaluators who judge with hindsight sys-

tematically underestimate the competence of others.

We apply information projection to a competitive setting, in which the

evaluators’ ability matters—relative to those evaluated. Think about, for ex-

ample, a prospective entrepreneur considering entering a market, co-workers

considering competing for promotion, or a politician considering running for

a new office. In all of these examples, the agents have no experience with

the actual position they are looking to fill; yet they can judge some of their

1We restrict attention to hindsight bias only for the sake of exposition—many detrimen-
tal effects of information projection occur without reference to timing—i.e., in the form of
the curse of knowledge. For example, knowing our intentions and what we want to say, we
overestimate how clearly we come across when communicating with others (Newton, 1990;
Keysar and Henly, 2002; Kruger et al., 2005). Hindsight bias is sometimes thought of as a
within-person (across time) version of the curse of knowledge, albeit lots of the evidence
on hindsight bias comes from between-subject settings (see, e.g., Fischhoff, 1975). We do
not sharply distinguish between the two (both are fully covered by information projection)
and use the terms synonymously.
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competitors’ performance from a hindsight perspective. For example, the

prospective entrepreneur has to evaluate her skills relative to those of po-

tential competitors. And she typically does so under informational asymme-

tries. She knows the demand for previously released products and services;

she knows whether an investment opportunity turned out to be profitable;

and she knows whether a hiring decision was “wise.” With hindsight bias,

she cannot disregard such ex post information when considering her com-

petitors at the time of their decision making. In turn, she underestimates

the uncertainty that they faced when making their decisions, and she over-

estimates the ex-ante probability of profitable managerial decision making

and entrepreneurial success. With such inflated expectations, she is sur-

prised when she sees that her competitors struggled and mistakenly ascribes

this to their lack of talent. She believes that she can do better and, thus,

competes too often (or enters prematurely). Such hindsight-biased overentry

is highly inefficient because it affects low-skilled agents disproportionately

more than it does high-skilled agents.

We test these predictions in an experiment in which subjects work on

real-effort tasks and choose whether to compete against others or to be paid

based on their individual performance (Niederle and Versterlund, 2007).

In our setting, subjects see example tasks and learn about their competi-

tors’ past performance before choosing their payment scheme. In the Hind-

sight treatment, subjects know how to solve the example tasks. In the No-

Hindsight treatment, subjects do not know the solutions to the example

tasks. Otherwise, the two treatments are exactly the same.

The experiment confirms the main predictions. First, subjects in the

Hindsight treatment, but not in the No-Hindsight treatment, overestimate

the average success rate in the experimental task, i.e., how well anyone

can do on the task. This generic overestimation is a direct manifestation

of hindsight bias. Next, as predicted by information projection, subjects

in the Hindsight treatment engage in biased performance evaluation: after

seeing how their designated competitors performed in the past, subjects in

the Hindsight treatment become significantly more optimistic about their
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tournament rank. This dynamic is not observed in the No-Hindsight treat-

ment, suggesting that participants in the Hindsight treatment, on average,

perceive their competitors as below -average, which is in line with informa-

tion projection being the underlying mechanism. When making their entry

choice, 49% of the Hindsight participants state that they will rank first in

the tournament, while only 15% in the No-Hindsight treatment do so. Ac-

cordingly, Hindsight participants exhibit a significantly higher willingness

to compete than subjects in the No-Hindsight treatment—the average tour-

nament valuation in the Hindsight treatment is 19% higher than in the

No-Hindsight treatment. The data also confirms that hindsight bias affects

mainly low-performing subjects. The additional tournament entry in the

Hindsight treatment is driven entirely by participants who should not have

entered the tournament.

Earlier studies have identified predictors and mechanisms of compara-

tive overconfidence and overentry. Many of these studies, like ours, add to

the growing literature on the interplay between cognitive biases. Camerer

and Lovallo (1999) show that overplacement and excessive market entry

occur more often in environments with skill-based self-selection. With base-

rate neglect, people ignore such self-selection and, therefore, underestimate

the average talent of their competitors. Overconfidence can be the result

of motivated reasoning, such as when “positive thinking” is performance-

enhancing (Benabou and Tirole, 2002; Chen and Schildberg-Hörisch, 2019),

when we derive “ego utility” from believing that we are competent (Kőszegi,

2006), or when overconfidence helps to persuade or deceive others (Schward-

mann and van der Weele, 2019). Hindsight bias can also be motivated, for

example, by a need for sensemaking, a desire to perceive the world in an

orderly, predictable fashion, or, more closely related to ego utility, through

direct pleasure from believing that we could have been able to foresee what

happened (Roese and Vohs, 2012). Overconfidence can also arise through

confirmatory bias (Rabin and Schrag, 1999): If we are too eager to interpret

new information as supporting what we already believe, we will end up too

certain about our views. Hindsight bias and confirmatory bias have in com-

4



mon that more information only exacerbates them; they can also reinforce

each other in the sense that any initially overoptimistic belief is more likely

to persist when confirmatory bias comes into play.2 Finally, absent any ac-

tual overconfidence, a “culture of overconfidence” residing in higher-order

beliefs can trigger behavior that is consonant with overconfidence (Bhaskar

and Thomas, 2019).

In terms of structural predictors, Moore and Cain (2007) show that the

degree of difficulty of a task predicts whether people are over- or undercon-

fident. The easier a task, the more likely people are to be overconfident

relative to others. Regarding individual characteristics, Niederle and Ver-

sterlund (2007) show that gender is a major predictor of overplacement. Men

are more prone than women to overplacement and, therefore, enter com-

petitive payment schemes more often (see, also, Dohmen and Falk, 2011).

Several forms of overconfidence have been linked to personality traits, specif-

ically, extraversion (Schaefer et al., 2004) and narcissism (John and Robins,

1994; Ames and Kammrath, 2004), suggesting that overconfidence may be,

in part, a non-reducible bias. Our paper contributes to the research on the

roots of overplacement and overentry by showing that these phenomena are

more likely to occur in environments with informational asymmetries.

Another line of research related to our study investigates the economic

consequences of information-projection biases. Camerer et al. (1989) show

that the curse of knowledge distorts asset prices and that it survives in com-

petitive market settings. Biais and Weber (2009) show that hindsight bias

impedes learning about risks. Hindsight-biased investors are not surprised

by asset price shocks and, therefore, do not sufficiently adjust their volatility

estimates for future portfolio choices. Their field data shows that individual

levels of hindsight bias among investment bankers are negatively related to

their performance.

As in our study, Biais and Weber (2009) establish a connection between

hindsight bias and a form of overconfidence. In their study, hindsight bias

leads to overconfidence about the predictability of future outcomes, or over-

2We thank an anonymous referee for pointing this out.
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precision, which is one of three main forms of overconfidence distinguished

by Moore and Healy (2008). Here, people have too much faith in their

estimates—their confidence intervals are too narrow. The second form of

overconfidence is overestimation, which occurs when people overestimate

their own performance levels. Hindsight bias itself can be seen as a specific

form of overestimation. With outcome knowledge, we tend to overestimate

how well we—and anybody else—could have predicted the state of the world.

The third form of overconfidence is overplacement, which is the focus of this

paper. Note that overestimation does not imply overplacement. First, from

a theoretical perspective, a fully hindsight-biased decision maker thinks that

anyone could have perfectly predicted the past and, thus, exhibits no over-

placement at all. It is only through performance evaluation that hindsight

bias can potentially lead to overplacement. Second, empirically, overplace-

ment and overestimation are often negatively correlated. Moore and Healy’s

(2008) model of egocentric Bayesian learning explains this pattern through

heterogeneity in task difficulty. Their model is relevant to our study, as

part of our data suggests a hindsight-bias-driven “hard-but-seemingly-easy

effect” that occurs without any information on performance.

Danz et al. (2015) relate hindsight bias to inefficient delegation. In their

framework, hindsight bias manifests itself by principals having vague mem-

ories about their own past private signals, which leads them to overestimate

their ability to decide correctly by themselves. Their framework also pre-

dicts comparative overconfidence. However, the authors do not observe or

test beliefs in their delegation game. Apart from investigating entry into

competitive tournaments, our study differs from theirs in two ways: (i)

by providing a direct test of hindsight-biased performance evaluations in

beliefs; and (ii) through our framework, which makes different predictions

about the conditions under which overplacement occurs. In our framework,

overplacement is the result of systematic underestimation of others’ ability

(through information projection) rather than of overestimation of one’s own

ability (through imperfect memory). This mechanical difference is impor-

tant because it predicts overplacement even when the decision maker has no

6



experience with the task (or no private information to misremember). As

such, our paper is the first to provide a direct test of information projection

as a mechanism for hindsight-biased performance evaluation.

In terms of metacognition, Loewenstein et al. (2006) show that people

are not aware of their own hindsight bias and pay for information that bi-

ases their judgments and reduces their payoffs. People are, however, able to

partially anticipate hindsight bias in others (Danz et al., 2018), which has

been frequently suggested as an explanation for defensive agency practices

such as overtreatment and the overuse of diagnostic tests by medical prac-

titioners (Kessler and McClellan, 1996, 2002; Berlin, 2003; Studdert, 2005),

as well as for managers’ suboptimal levels of risk taking (Thaler, 2015). Our

study adds to the literature on the economic consequences of hindsight bias

by showing that it can cause overplacement and overentry into tournaments.

The paper is organized as follows. Section 2 provides a simple frame-

work to pin down the predictions for our experiment, which is detailed in

Section 3. Section 4 presents the results, and Section 5 concludes.

2 Theoretical framework

This section provides a simple application of Madarász’s (2012) model of

information projection to a market-entry problem. The purpose of this sec-

tion is to clearly illustrate the effect of information projection on relative

ability judgments and willingness to compete and to pin down our exper-

imental hypotheses. We consider a simple inference problem of an agent

who decides whether to compete against others after observing some of her

competitors’ past performance.

Setup

Consider a market with two periods t = 1, 2. The incumbent I serves the

market in both periods. The entrant E observes the incumbent’s perfor-

mance in the first period and can enter the market in the second period.

We focus on E’s entry choice and abstract away from strategic uncertainty
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by assuming that the incumbent is known to have no incentive to leave the

market in either period.

In each period, the state of the world ωt is either A or B. Nature draws

the states independently across periods with known probability P (A) =

P (B) = 1/2. Agents i ∈ {I, E} in the market have to make a prediction

ait ∈ {A,B} about the state based on a private signal sit ∈ {A,B}. The

agents differ in managerial talent θi, which corresponds to the quality of their

private signal P (sit = ωt|θi) = θi ≥ 1/2. That is, more-talented agents have a

higher chance of reading the state of the world correctly. The entrant’s talent

θE is drawn from a continuous distribution with full support on [0.5, 1] and

cumulative distribution function F (θ). The incumbent’s talent θI is either

low or high, θI ∈ {θ, θ̄}, 0.5 ≤ θ < θ̄, with prior probability π0 := P (θI =

θ̄) ∈ (0, 1). The entrant knows her own talent but not the incumbent’s

talent; she knows only the prior π0 of the incumbent’s type. At the end of

each period, the state of the world is revealed through signal rt ∈ {A,B},
P (rt = ωt) = 1.

In the first period, the incumbent is alone in the market. When mak-

ing her entry choice in the second period, the entrant knows whether the

incumbent successfully predicted the state of the world in period 1.3 Let

m0 > 0 be the entrant’s payoff in period 2 if she does not enter the mar-

ket. If she enters the market, her payoff is m1 > m0 if she outperforms

the incumbent—i.e., if she predicts ω2 correctly while the competitor does

not—and zero otherwise.

In the following, we assume that the model parameters {π0, θ, θ̄,m0,m1}
are chosen such that the market entry threshold (1) introduced below is in

the interior of (0.5, 1). This restriction excludes cases in which all entrants

or no entrant would enter after observing a successful incumbent, which

ensures that all predictions hold in the strict sense, and not just weakly.

Figure 1 summarizes the entrant’s inference problem.

3We assume that incentives are known to be that the incumbent always strictly prefers
to predict the state of the world correctly.
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Nature
draws

θI ∈ {θ, θ̄}
and

θE ∈ [1/2, 1]

Nature
draws

ω1 ∈ {A,B}

I receives
signal sI1 and

chooses aI1

aI1 and ω1,
are revealed;
Payoff from
period 1 is

realized

Nature
draws

ω2 ∈ {A,B}

E decides
whether to

enter or
not

I receives
signal sI2 and

chooses aI2;
If E entered:

E receives signal
sE2 and chooses aE2

Payoffs from
period 2 are

realized

Period 1 Period 2

Figure 1: Timeline of the market-entry problem.

In the following, we compare a hindsight-biased entrant and an unbi-

ased entrant to make clear how hindsight bias distorts relative performance

evaluations and market entry.

Unbiased entrant

The inference of the unbiased entrant is as follows. First, her posterior about

her opponent’s type after observing her opponent’s success S : aI1 = ω1 is

given by πS = π0θ̄/(π0θ̄ + (1− π0)θ), and she enters if her talent exceeds a

cutoff value that, under risk neutrality, is given by4

θ∗S =
m0

m1(πS(1− θ̄) + (1− πS)(1− θ))
. (1)

The ex ante probability of market entry after observing a successful in-

cumbent is, therefore, 1 − F (θ∗S). The threshold θ∗
S

for market entry after

observing an unsuccessful incumbent S : aI1 6= ω1 is derived accordingly, and

the unconditional probability of market entry is

P (Enter) = P (S)(1− F (θ∗S)) + (1− P (S))(1− F (θ∗
S

)),

where P (S) = π0θ̄ + (1 − π0)θ is the ex ante probability of observing a

successful incumbent.

4Her chance of winning is θE(πS(1− θ̄) + (1− πS)(1− θ)). She enters if her expected
payoff from market entry is greater than her outside option, E(m|S,Enter) = θE(πS(1−
θ̄) + (1− πS)(1− θ))m1 ≥ m0. As mentioned above, we focus on cases with θ∗S ∈ (0.5, 1),
in which some entrants choose to enter and some choose to not enter after observing a
successful incumbent.
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Hindsight-biased entrant

Now consider an entrant with hindsight bias. When making her entry deci-

sion in period 2, the entrant has more information than the incumbent had

in period 1—she knows the state of the world in period 1. The hindsight-

biased entrant acts as if the incumbent somehow could have known the state

when making her prediction.

We follow Madarász (2012) in modeling the entrant’s hindsight bias.5

Let Σi
t be agent i’s information set at time t and pit(σk) ∈ [0, 1] be the

true probability that she observes the realization of signal σk in period t.

At time t′, agent j with information-projection bias of degree ρ ∈ [0, 1)

perceives agent i’s information distribution at time t as

p̃it(σk) =

(1− ρ)pit(σk) + ρ if σk ∈ Σj
t′

pit(σk) if σk /∈ Σj
t′

. (2)

That is, if j has access to information σk but others don’t, then her perceived

probability that others share(d) this information is a ρ-weighted average of

the true probability and one. With ρ = 0, she is unbiased and perceives the

distribution of information correctly. With ρ → 1, she is fully biased and

believes that all of her information is shared with everyone else.

In our setting, information projection can occur after the entrant has

learned the state of the world in period 1. If the entrant projects the state-

revealing signal r1 onto the incumbent’s information set in period 1, she will

overestimate the ex ante success rate of any type of incumbent.6 Specifically,

5Camerer et al. (1989) were the first to formalize the idea of hindsight bias and curse
of knowledge. They capture the curse of knowledge by directly modeling expectations
about outcomes as the ρ-weighted average of expectations with and without additional
information. Biais and Weber (2009) use the same approach to show that hindsight bias
impedes learning about risks. For a discussion of the differences between the models, see
Madarász (2012).

6The incumbent’s information set when making her prediction in period 1 is ΣI
1 =

{sI1}, and the entrant’s information set at the time of her entry choice in period 2 is
ΣE

2 = {aI1, r1}. Thus, the entrant’s perceived probability that the incumbent had access
to signal r1 is p̃I1(r1) = (1−ρ)pI1(r1)+ρ = ρ (the true probability pI1(r1) that the incumbent
observed r1 in t = 1 is zero). Her perceived chance of observing a successful incumbent
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from the perspective of the biased entrant, the ex ante probability of seeing

a successful incumbent in period 1 is

P̃ (S) = π0[(1− ρ)θ̄ + ρ] + (1− π0)[(1− ρ)θ + ρ] > P (S), ρ > 0,

which is larger than that of the unbiased entrant and increasing in the degree

of information projection ρ.7 Note that there is no overplacement at this

point. The entrant overestimates how well anyone could have performed—

she does so to the same extent for herself as for others—and this mistake

does not (yet) affect her inference about the incumbent’s talent or her chance

to win. Overplacement emerges when the entrant evaluates the incumbent’s

performance in hindsight. Specifically, when the hindsight-biased entrant

observes that the incumbent predicted the state correctly, she is less sur-

prised than the unbiased entrant. In turn, her posterior belief π̃S about the

talent of the incumbent after seeing her succeed is too conservative:8

π̃S =
π0[(1− ρ)θ̄ + ρ]

P̃ (S)
< πS , ρ > 0.

In settings like ours, with relative performance evaluation, this underes-

timation of the others leads to comparative overconfidence. The entrant

overestimates her chance of winning when facing a successful competitor

and enters for a range of θ ∈ [θ̃∗S , θ
∗
S),

θ̃∗S =
m0

m1(π̃S(1− θ̄) + (1− π̃S)(1− θ))
< θ∗S ,

where the unbiased entrant would not enter.9

given that the incumbent is of type θI is, therefore, (1− ρ)θI + ρ (knowing r1 allows any
type θI ∈ {θ, θ̄} to predict the state ω1 perfectly).

7Note that the biased entrant correctly perceives all prior distributions. The bias occurs
because, due to projecting information, the entrant overestimates how well any type can
do (Madarász, 2012).

8This is the case of “underinference” in Madarász (2012).
9Her biased estimate of her chance of winning is θE(π̃S(1 − θ̄) + (1 − π̃S)(1 − θ)).

She enters if her perceived expected payoff from market entry is greater than her outside
option, Ẽ(m|S,Enter) = θE(π̃S(1 − θ̄) + (1 − π̃S)(1 − θ))m1 ≥ m0, Ẽ(m|S,Enter) >
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The inference after observing a failing incumbent is not distorted in our

simple setting since the ex post information rt always perfectly reveals the

state ωt. Thus, on average—over failing and successful incumbents—the

biased entrant underestimates the incumbent’s talent.10 This systematic

underestimation is the key mechanism of Madarász’s (2012) model of infor-

mation projection tested in this paper. Since the entrant knows her own

talent in our setting, her underestimation directly translates into compara-

tive overconfidence.

Prediction 1 (Overplacement). Hindsight-biased agents are more likely

than unbiased agents to overestimate their ability relative to others’.

Accordingly, the ex ante probability of market entry is higher with hind-

sight bias than in the unbiased case,11

P̃ (Enter) = P (S)(1− F (θ̃∗S)) + (1− P (S))(1− F (θ∗
S

)) > P (Enter).

Prediction 2 (Increased market entry). Hindsight-biased agents are more

likely than unbiased agents to enter competitive payment schemes.

Finally, due to the shift in the entrant’s cutoff, the expected talent of en-

trants to the market is decreasing in the level of information projection bias.

In our simple setting, the additional entry comes entirely from participants

who should not enter.

Prediction 3 (Overentry). The average talent of market entrants is de-

creasing in the degree of hindsight bias.

The above predictions are formulated as a comparison between the hind-

sight-biased and the unbiased agent. In our experiment, we cannot manip-

E(m|S,Enter), ρ > 0.
10With imperfect ex post information, the entrant’s inference is also biased after observ-

ing a failing incumbent. Madarász (2012) shows that underestimation of others, on average
(here, over failing and successful incumbents), holds as long as the outcome process (i)
depends on the observee’s competence and information; and (ii) satisfies the monotone
likelihood ratio property in the observee’s competence and her expected utility.

11The strict inequality holds because we focus on interior cases for (1) and because of
the assumption that the distribution of the entrant’s talent has full support on [0.5, 1].
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ulate the extent to which a person exhibits hindsight bias, and we make no

assumptions about subjects’ degree of hindsight bias, except that the distri-

bution of hindsight bias is the same in both treatments (per randomization).

What we manipulate in the experiment is whether hindsight bias can

affect a subject’s inference. Our theoretical framework maps into the ex-

periment as follows. The basic setup above corresponds to the treatment in

which hindsight bias can affect a subject’s inference. Our control treatment

(no hindsight) corresponds to a modification of the above setup, in which the

entrant does not learn the state of the world in period 1. Therefore, she can-

not project any information onto the incumbent’s information set. In this

modified setting, even fully hindsight-biased agents make no mistakes and

are behaviorally indistinguishable from the fully rational, unbiased agent.

Thus, all of the above predictions can also be read as a comparison between

a hindsight setting and a no-hindsight (control) setting.

3 Experimental Design

The experiment consisted of three treatments, with each subject participat-

ing in only one treatment. The experiment was programmed with z-Tree

(Fischbacher, 2007). The experimental sessions were run at the Technische

Universität Berlin in fall 2012. Participants were recruited using ORSEE

(Greiner, 2004).

3.1 Tournament Treatment

We first conducted a Tournament treatment. We can think of the partici-

pants in this treatment as the “incumbents” in the toy model.
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Image A Image B

Figure 2: Example of a change-detection task. The images were presented
alternately for 14 seconds on the computer screen (one second per image
with 150ms interruptions).

In the Tournament treatment, subjects worked on 60 change-detection

tasks (Rensink et al., 1997; Simons and Levin, 1997; Loewenstein et al.,

2006). In each task, they had to spot the difference between two nearly

identical images (see Figure 2).12 Each image pair was presented in a short

video clip of 14 seconds, with the two images displayed alternately with short

interruptions. Then, subjects had 40 seconds to indicate the location of the

difference. To this end, one of the images was displayed with a numbered

grid, and subjects could enter one of the grid numbers (see Appendix C).

We chose this type of task because it was used as a hindsight stimu-

lus beforehand (Loewenstein et al., 2006) and because it allows a precise

quantification of hindsight bias. As a visual detection task, it resembles

some aspects of diagnostics in radiology, where hindsight bias is known

to have detrimental effects on legal decision making in malpractice claims

(Berlin, 2003; Harley, 2007). However, hindsight bias has been demonstrated

with many other tasks and contexts inside and outside of the lab, such as

logical puzzles, trivia questions, prediction tasks, and case histories (see

Christensen-Szalanski and Willham, 1991; Guilbault et al., 2004 for meta

studies).

12Some of the tasks were generously provided by Rensink et al. (1997). We adopted the
tasks in their “marginal interest” condition (except for those in which colors of objects
changed) and designed the remaining tasks in the same fashion.
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The 60 tasks were grouped into six rounds of ten tasks each.13 At the

beginning of each round, subjects were randomly matched to groups of four.

Subjects earned 1 Euro for each task they solved if they ranked first rel-

ative to their matched participants and earned zero otherwise (ties were

broken randomly). At the end of the experiment, two of the six rounds

were randomly selected for payment. In addition to the payments from the

tournaments, subjects received a 5-Euro show-up fee and a fixed payment

of 7 Euro for working on the tasks. No feedback was provided at any time

during the experiment.

Ninety-two subjects participated in the Tournament treatment in four

sessions. The average duration of the sessions was 80 minutes and the aver-

age earning was 15.39 Euro.

3.2 Hindsight Treatment

The sessions for the two main treatments followed the completion of all

the sessions of the Tournament treatment. The participants in these treat-

ments mirror the “entrant” in the theoretical framework. Figure 3 gives an

overview of the timeline of the Hindsight treatment and the No-Hindsight

treatment.
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Figure 3: Timeline in the Hindsight treatment and the No-Hindsight treat-
ment (treatments were varied between sessions).

At the outset of the two main treatments, participants learned about the

procedures in the Tournament treatment and that they were being matched

to three participants from the Tournament treatment.14 Participants were

13Additionally, six example tasks were given at the outset of the experiment to famil-
iarize subjects with the task.

14Matching subjects to past performances of other participants avoids potential con-
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informed that this assignment would remain the same for the entire experi-

ment.

Figure 4: Solution to example task provided in the Hindsight treatment
(translated from German).

Subjects then participated in an example round in which they saw ten

different change-detection tasks taken from the Tournament treatment. In

the Hindsight treatment, subjects received the solution to each example task:

they saw the solution during a countdown announcing the next example task

(see Figure 4).15 The instructions (see Appendix C) and all ten solution

screens in the example round (see Figure 4) made clear that they would

receive the solutions only in the example round and not in the payoff-relevant

founds with other-regarding preferences or biased expectations about entry decisions of
other players. To increase the power of our tests, we used a conditional random matching
procedure in which subjects were matched based on specific performance patterns (see
below). This procedure does not affect the inference a participant in the main treatment
would rationally make if she saw the same performance pattern with unconditional random
matching.

15This was done to make sure that subjects see the tasks in the example round in exactly
the same way as their matched participants. See Appendix B for the original screenshots.
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work rounds.16 Apart from providing the solutions, the example round

differed from the payoff-relevant rounds only in that subjects received no

payment and that new tasks were taken from the Tournament treatment for

each payoff-relevant round (subjects never saw the same task twice).

After the example round, subjects saw the performance of their matched

participants on the ten example tasks. Specifically, they saw how many

of their example tasks each of their matched participants solved (see Fig-

ure 5).17 At this point, subjects were reminded that the tasks in their exam-

ple round were not example tasks for their matched participants—i.e., that

their matched participants performed these ten tasks in paid tournaments.

Next, subjects stated their willingness to compete with their matched

participants in the third of the three payoff-relevant rounds (see Niederle and

Versterlund, 2007). Each of the three payoff-relevant rounds consisted of ten

new change-detection tasks taken from the Tournament treatment. In the

first round, subjects were paid a piece rate. The piece rate was either 0.50

16It was important in our setting that participants did not mistakenly believe that the
solutions were also available in the paid work rounds. Note that this could happen only
if a subject did not understand the instructions and also missed all ten reminders during
the example round, each explicitly pointing out that the solutions were available only
during the example round (all belief elicitation and the entry choice took place after all
rounds of the example round were concluded). If this was, nevertheless, the case, then we
would expect to see a prominent mass of Hindsight participants predicting that they could
solve ten out of ten tasks in the tournament. However, the distribution in the Hindsight
treatment was unimodal, around 7/10 tasks (see right panel of Figure 8 in the Appendix)
and there were only six participants in the Hindsight treatment and one participant in the
No-Hindsight treatment who thought they could solve all tasks in the tournament. The
additional participants in the Hindsight treatment appeared to be well in line with the
shift in the belief distribution that was expected by information projection (see Figure
8 in the Appendix). Excluding all participants who thought they could solve all tasks
in the tournament does not change our results qualitatively (see Tables 6 and 7 in the
Appendix).

17The matching of participants in the main treatments to participants in the Tourna-
ment treatment was controlled and included only the most frequent performances. This
was done to limit variation in observed performances and to ensure that our inference
about optimal entry choices in the main treatments would be based on sufficient data. A
third of the subjects observed that their three matched participants solved four, five, and
five of the ten example tasks, respectively. Another third of the subjects observed that
their matched participants solved four, five, and six of the ten example tasks, respectively.
The remaining subjects observed that their matched participants solved five, five, and six
of the ten example tasks, respectively.
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Figure 5: Information about matched participants (translated from Ger-
man). The reminder (left panel) was shown before the performance data
(right panel).

Euro or 0.54 Euro and was fixed within a session.18 In the second round,

subjects competed against their matched participants in a tournament. The

tournament paid 2 Euro per correct task if the participant ranked first,

i.e., if she solved more tasks than each of her matched participants (ties

were broken randomly), and 0 Euro otherwise. In the third round, subjects

were paid either according to the piece rate or according to the tournament,

depending on their elicited willingness to compete.

We used a variation of the Becker-DeGroot-Marschak mechanism (see

Bohnet and Zeckhauser, 2004) to elicit subjects’ willingness to compete.

Subjects stated their piece-rate equivalent knowing that the actual piece rate

would be announced after all subjects stated their piece-rate equivalent. A

subject was paid according to the actual piece rate if it turned out to be at

least as high as her piece-rate equivalent. Otherwise, she was paid according

to the tournament.19,20

18We chose the piece rates (i) such that a perfectly calibrated subject with an average
performance level would be indifferent between the piece rate and the tournament; and
(ii) to allow a comparison of our data with that of Niederle and Versterlund (2007).

19This mechanism is incentive-compatible with truth-telling being strictly dominant as
long as subjects assign positive subjective probabilities to piece rates in the neighborhood
of their piece-rate equivalent (see Bohnet et al., 2008).

20To prevent subjects from speculating that their choice of the minimum piece rate
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We elicited subjects’ beliefs three times: after the example round; after

they saw the performance of their matched participants; and at the end

of the experiment. All belief elicitation in the experiment referred to the

tournament in round 2. We use the first and the second belief elicitation to

test predictions for the experiment.21 At each elicitation, we asked subjects

to make three guesses. First, we asked them to guess the number of tasks

that a randomly selected other participant of the same session would solve

in the tournament. This measured subjects’ perception of the average suc-

cess rate on the task—i.e., their perceived degree of difficulty of the task.

Second, we asked them to guess the number of tasks they would solve in the

tournament. Finally, we asked them to guess their rank in the tournament.

We used this guess to test for hindsight-biased overplacement. At the end

of the experiment, one of the stated beliefs was randomly selected for pay-

ment. Subjects earned 1 Euro if their answer was correct and 0 otherwise

(see Niederle and Versterlund, 2007).

We elicited subjects’ risk attitudes at the beginning of the sessions, using

a multiple price list similar to that of Holt and Laury (2002). In 21 cases, the

subjects had to decide whether they preferred a safe payment or a lottery.

In each case, the lottery paid 6 Euro or 0 Euro with equal probability. The

safe payoff was increased in each case from 0 to 6 Euro in increments of 0.30

Euro. One of their choices was randomly selected for payment at the end of

the experiment.

At the end of the experiment, subjects completed a questionnaire on

basic sociodemographics, a brief version of the Big-Five Personality Test

(Rammstedt and John, 2007), the Life Orientation Test (LOT-R; Glaesmer

et al., 2008), and a seven-item questionnaire on risk attitudes from the

German Socio-Economic Panel (SOEP).

Subjects received feedback about their own performance only at the end

might affect the piece rate, the piece rate was stowed in a sealed envelope and attached
to the front door of the lab (see Bohnet and Zeckhauser, 2004).

21The third belief elicitation differs from the other two elicitations by being retrospective
rather than prospective. We discuss the results of the third belief elicitation in the final
section of the paper.
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of the experiment, when they learned their absolute performance and their

rank in each round, the randomly selected payment round, and their payoffs

for the change-detection task and the risk and belief elicitation tasks. Then,

subjects were guided to the next room, where they received their payment

in private.22

3.3 No-Hindsight Treatment

The No-Hindsight treatment was exactly the same as the Hindsight treat-

ment—except for the example round. Participants in the No-Hindsight

treatment did not receive the solutions to the example tasks (the count-

down screen in Figure 4 did not show the image with the red circle). Thus,

subjects had no extra information to project that could potentially distort

their inference and entry choice.

We ran four sessions for the Hindsight treatment and four sessions for the

No-Hindsight treatment, each with 18 subjects. Invitations to the sessions

were gender-balanced. The average duration of the sessions was one hour

and 44 minutes, and the average payoff was 21.13 Euro.

3.4 Experimental Hypotheses

The experimental hypotheses closely follow the predictions above. Like the

entrant who evaluates competitors with ex post information, the partici-

pants in the Hindsight treatment know how to solve the tasks when assess-

ing the ability of their matched participants (henceforth, competitors). They

will overestimate the average success rate in the change-detection tasks if

they mistakenly project this information, which, in turn, can lead to over-

confidence relative to their competitors when they see how their competitors

performed.

22To avoid curiosity effects, the instructions made clear that subjects would receive
feedback about their performance level and rank in each round, regardless of whether or
not they ended up in the tournament in round 3.
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Hypothesis 1 (Overplacement). After seeing their competitors’ perfor-

mance, participants in the Hindsight treatment, but not those in the No-

Hindsight treatment, overestimate their rank in the tournament.

The overly optimistic expectations about tournament ranks directly trans-

late into more tournament entry.

Hypothesis 2 (Increased tournament entry). Participants in the Hindsight

treatment enter the tournament more often than participants in the No-

Hindsight treatment.

Finally, we hypothesize that the additional tournament entry in the

Hindsight treatment comes mostly from participants with suboptimal abil-

ity levels. This follows not only from our toy model, but also from a simple

ceiling-effect logic if participants also learn about their own ability when

going through the example tasks. After seeing the example tasks, a top

performer will correctly expect to solve most tasks in the tournament. In-

formation projection cannot bias her expectations much further since her

true success rate is close to one. In contrast, a participant with a success

rate close to zero offers plenty of room for hindsight bias to create the illusion

of doing well on the task.

Hypothesis 3 (Overentry). The average ability of tournament entrants is

lower in the Hindsight treatment than in the No-Hindsight treatment.

4 Results

The left panel of Figure 6 shows the effect of hindsight bias on subjects’ per-

ceived degree of the tasks’ difficulty after seeing the examples (first belief

elicitation). As expected, participants in the Hindsight treatment had sig-

nificantly higher expectations about the average success rate (66.3%) than

did subjects in the No-Hindsight treatment (50.3%; p < 0.001, rank-sum

test). In the Hindsight treatment, subjects significantly overestimated the

true success rate of others on the tasks (p < 0.001, one-sample t-tests), while
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participants in the No-Hindsight treatment were, on average, well calibrated

(p = 0.869).23 The generic overoptimism in the Hindsight treatment is a

direct manifestation of the hindsight bias. Remember that at this point—

when subjects had just gone through the examples—hindsight bias was not

expected to generate any overplacement. Overplacement was predicted only

when hindsight-biased participants saw their competitors’ performance.
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Figure 6: Guessed average success rate after seeing example tasks (left panel)
and average estimate of own tournament rank after seeing performance of
competitors (right panel). Bars represent 95% confidence intervals.

The right panel of Figure 6 shows the average anticipated tournament

rank in each treatment after subjects saw the past performance of their com-

petitors (second belief elicitation). In line with Hypothesis 1, after observ-

ing their competitors’ performance, participants in the Hindsight treatment

were significantly more optimistic about their tournament rank than were

participants in the No-Hindsight treatment (p < 0.001, rank-sum test). As

predicted, this overplacement was driven (partially) by performance evalu-

23We apply one-sample t-tests whenever the location parameter of a distribution is
tested against a constant. In all cases, the results of one-sample signed-rank tests are
qualitatively the same.
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ation: When comparing subjects’ beliefs before and after seeing the perfor-

mance of their competitors (first versus second belief elicitation), we found

that subjects in the Hindsight treatment became more optimistic about win-

ning the tournament (p = 0.045, signed-rank test). This finding suggests

that they were surprised by their competitors’ low performance levels and

that they perceived their competitors as below-average performers. In fact,

in the Hindsight treatment, participants’ estimate of the overall success rate

on the task remained significantly higher than what they saw for the past

performance of their competitors (p < 0.001, signed-rank test). However,

this difference was much smaller after they saw the performance data.24 The

same dynamics were not observed in the No-Hindsight treatment. In fact,

here, the pattern went partially in the opposite direction.25

The magnitude of the treatment effect on overplacement after perfor-

mance evaluation is large and also significant if we control for performance

by testing individual differences between guessed ranks and actual tourna-

ment ranks between treatments (p = 0.001, rank-sum test).26 While par-

24In a previous version of this paper (Danz, 2014), we find that participants in the
Hindsight treatment show no significant hindsight bias after observing the past perfor-
mance of their competitors. Our test here is conceptually slightly different and has more
power since we are testing individual performance estimates against individual averages
over the past performances that a participant observes (rather than against the overall
actual success rate on the task).

25The No-Hindsight treatment participants exhibit more underplacement after seeing
their competitors’ past performance (p = 0.032). Their estimates of the average success
rate on the task are not different from the average past performance of their competitors’
they observe, both before and after they see their competitors’ past performance (p = 0.872
and p = 0.110 from signed-rank tests, respectively). The change in guessed tournament
ranks over time is significantly different between treatments (p = 0.003, rank-sum test).

26It is important in our setting that the solutions in the example round have no
performance-enhancing effect in the work rounds. There are no significant performance
differences between the treatments at the 5% level, on the aggregate or on the work round
level. However, we find some indication of this effect. The average absolute score is
somewhat lower in the No-Hindsight treatment than in the Hindsight treatment in the
first round (4.4 versus 5, p = 0.062) and very similar in the tournament (p = 0.492)
and in round 3 (p = 0.654). Subjects’ average rank over all rounds is 2.5 in the No-
Hindsight treatment and 2.4 in the Hindsight treatment (round-specific rank-sum tests
between treatments yield p = 0.271, p = 0.606, and p = 0.786 for round 1, 2, and 3,
respectively). In our analysis, we control for performance differences by running separate
regressions for each work round with dummies for each performance level. The results are
qualitatively the same, and effect sizes are not considerably different across these regres-
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ticipants in the No-Hindsight treatment are well calibrated, on average, the

guessed rank of participants in the Hindsight treatment is 1.7, on average,

which is significantly higher than their true average rank or the expected

rank of 2.5 (p < 0.001 each).27

Result 1 (Overplacement). Participants in the Hindsight treatment, but not

in the No-Hindsight treatment, (i) become more overconfident about winning

the tournament after seeing their competitors’ past performance; and (ii)

overestimate their rank in the tournament, on average.

We note that there is a smaller, but highly significant, treatment differ-

ence in guessed tournament ranks also before participants saw the perfor-

mance of their competitors, i.e., right after they saw the example tasks (first

belief elicitation, p < 0.001). This is not predicted by the basic framework

but can be explained by a combination of hindsight bias and the Bayesian

hard-easy effect (Moore and Healy, 2008). Suppose that a subject learns

not only about her opponent’s ability, but also about (i) her own ability

and (ii) the degree of difficulty of the task (the average success rate, over

all subjects). The subject has some prior belief about the average success

rate and her own success rate, say 50% for each. Suppose that the task

is actually easier and has a true success rate of 80%. Going through the

examples, the subject imagines how many tasks she could have completed

in a real, competitive situation. In the Moore and Healy (2008) model,

sions (see Tables 3 and 4 in the Appendix). The rank sum test above yields p = 0.007
and p = 0.003 when using ranks based on round 1 and round 3, respectively, instead
of the tournament round. Danz et al. (2018) use the same hindsight stimuli as in our
study but avoid this issue by showing the example task solutions also in the No-Hindsight
treatment, after each example, such that subjects can see each task from the ex ante
perspective (like the incumbent), but also benefit from any potential informational value
of seeing additional solutions (in the No-Hindsight treatment, subjects found 41% of the
example task solutions). Their hindsight effect (17.7 percentage points) is even slightly
larger than ours (16.0pp), which suggests that our treatment differences in beliefs reflect
hindsight bias and not false anticipations of a performance-enhancing effect of seeing all
solutions.

27The guessed rank of No-Hindsight participants is not significantly different from their
true average rank (p = 0.472, signed-rank tests) or from the expected rank of 2.5 (p =
0.369, one-sample t-test).
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such introspective inference is more informative about her own skill than

about others’. That is, after seeing the unexpectedly easy examples, she

would update her belief about her own success rate upwards, and—to a

lesser extent—her belief about the average success rate. This asymmetry in

learning results in overplacement when facing unexpectedly easy tasks. The

reverse effect, underplacement, occurs in the presence of unexpectedly hard

tasks.

Note that the key to any overplacement in our setting is hindsight bias,

which alters how the participant perceives the task—i.e., whether the exam-

ples give her the impression of a comparatively hard or easy task. Hindsight

bias distorts this impression by making tasks look easier than they actually

are and thereby causes overplacement not only when observing others (as in

the basic framework), but also through egocentric Bayesian learning based

on the misperceived easiness of the task (a “hard-but-seemingly-easy effect”

in the Moore and Healy, 2008 model). To summarize, hindsight bias is nec-

essary to explain treatment differences in overplacement and overentry in

our setting; the Bayesian hard-easy effect alone predicts the same level of

over- or underplacement in both treatments, at any time, and, thus, cannot

explain our findings.

We move on to test whether the treatment differences in relative per-

formance evaluations translate to differences in tournament entry behavior.

Figure 7 plots the empirical cumulative distribution functions of subjects’

piece-rate equivalents for tournament participation in each treatment. The

figure shows that the distribution in the Hindsight treatment first-order

stochastically dominates the distribution in the No-Hindsight treatment.

The average piece-rate equivalent is 0.95 Euro in the No-Hindsight treat-

ment and 1.13 Euro in the Hindsight treatment (p = 0.027, rank-sum test).

That is, hindsight increases participants’ valuation of tournament partici-

pation by 19%.28

28Our experiment shows only that hindsight causes hindsight bias and that hindsight
causes overplacement and overentry. The further interpretation of our results relies on the
assumption that hindsight bias is the mediator between hindsight on the one hand and
overplacement and overentry on the other hand, as laid out in the theoretical framework.
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Figure 7: Distribution of individual piece-rate equivalents for tournament
participation in the No-Hindsight treatment (dashed line) and the Hindsight
treatment (solid line).

Table 1 shows regressions of the piece-rate equivalents on a treatment

dummy, performance controls, and subjects’ beliefs. The first two columns

show that the size of the estimated treatment effect on the piece rate is very

similar and significant when we control for individual performance levels.

The third column shows that the treatment effect can be fully explained by

subjects’ relative performance expectations. Once we add subjects’ guessed

tournament ranks as a control, the treatment effect in piece-rate equiva-

lents is insignificant and close to zero.29 This finding shows that beliefs and

We are not aware of any mechanism that could explain our treatment differences by a direct
causal link (without hindsight bias) between hindsight and overplacement and overentry,
or through an alternative mediator that is unrelated to hindsight bias.

29There are no significant gender differences in the treatment effects on subjects’ guessed
tournament ranks or their piece-rate equivalents. We ran an ordered probit [tobit] regres-
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actions were consistent in our setting and that the additional tournament

entry in the Hindsight treatment was driven entirely by subjects’ inflated ex-

pectations about their relative ability—as predicted by Hypotheses 1 and 2.

Table 1: Regressions of piece-rate equivalent on treatment, perfor-
mance, and guessed tournament rank.

Dependent variable: Piece-rate equivalent
(Tobit regressions) (1) (2) (3)

Hindsight treatment 0.184∗∗ 0.180∗∗ 0.016
(0.079) (0.077) (0.080)

Guessed rank −0.181∗∗∗

(0.039)
Dummies for

No Yes Yes
performance levels

Constant 0.958∗∗∗ 1.320∗∗∗ 2.026∗∗∗

(0.056) (0.460) (0.456)

N 144 144 144
logL −100.338 −94.267 −84.350

Note: Columns 2 and 3 include dummies for each performance level in the tour-
nament (round 2). The results are qualitatively the same when adding dummies
for each performance level in round 1 or round 3 instead of round 2. (Guessed)
tournament ranks range from 1 (best) to 4. Values in parentheses are standard
errors: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Result 2. (Increased willingness to compete) (1) Piece-rate equiv-

alents are significantly higher in the Hindsight treatment than in the No-

Hindsight treatment. (2) The treatment difference can be fully explained by

differences in subjects’ expectations about their tournament ranks.

Was the increased tournament entry driven primarily by participants

with comparatively low ability, as suggested by Hypothesis 3? To investi-

gate this question, we divided subjects according to their tournament per-

formance x and classified subjects with x ≥ 6 as high performers and those

sion of subjects’ guessed tournament ranks [piece-rate equivalents] on a treatment dummy,
a gender dummy, and the interaction of both. Testing the interaction effect against zero
yields p = 0.660 [p = 0.944].
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with x < 6 as low performers.30 We chose this specific threshold because

it (i) yields a relatively balanced number of subjects in both groups and

(ii) is informative about the optimality of subjects’ tournament entry: for

a given performance, an expected payoff maximizer is indifferent between

the piece rate and the tournament if wPx = wTP (R = 1 | y0, x)x, where

wP denotes the piece rate; wT = 2 denotes the payment per correct answer

in the tournament in the event of winning; and P (R = 1 | y0, x) denotes

the probability of winning the tournament conditional on the observed past

performance of the competitors y0 and one’s own performance x. Given the

wage parameters and the empirical winning probabilities, expected payoffs

from tournament entry exceeded those with piece-rate compensation when-

ever a subject solved at least six tasks. Accordingly, we consider sorting

choices as optimal if low performers sorted into the piece rate and high per-

formers sorted into the tournament. We will refer to the reverse cases as

overentry and underentry, respectively.

Table 2 shows regressions of tournament entry on the treatment dummy,

run separately for high and low performers, as defined above. The table

shows that the treatment effect is significant for low performers (p = 0.029)

but not for high performers (p = 0.775). The treatment effect is signifi-

cantly larger for low performers than for high performers if we control for

individual risk attitudes, gender, and further variables (a one-sided test of

the interaction effect yields p = 0.032; see Table 5 in the appendix).31 These

findings support Hypothesis 3: hindsight generates overentry.

Result 3. (Overentry) The increased tournament entry in the Hindsight

30The classification based on individual performance in the tournament (round 2) is
significantly correlated with classifications based on round-1 and round-3 performances
(chi-squared tests of independence yield p = 0.029 and p = 0.001, respectively). The
share of participants that is classified the same way is 59.7% and 64.6%, respectively.

31We allow a one-sided test here since we test a directed ex ante hypothesis. The
interaction effect is significant if we classify subjects as high and low performers according
to their tournament (round 2) performance but not if the classification is based on their
round-1 (piece rate) or round-3 (endogenous) performance. However, separate tests of
the treatment effect for low- and high performers yield a consistent pattern throughout
all classifications: the treatment effect is always significant for low performers, while it is
never significant for high performers (all one-sided tests).
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Table 2: Treatment effect on tournament participation conditional on performance
level.

Dependent variable: Tournament entry
(Probit regressions) Low performers High performers

(1) (2) (3) (4)

Hindsight treatment 1.055∗∗ 1.270∗∗ 0.103 −0.029
(0.484) (0.602) (0.359) (0.415)

Risk taking 0.189∗ 0.135
(SOEP) (0.107) (0.100)

Gender 0.254 0.671
(1-male) (0.441) (0.416)

High School grade −0.673 0.701∗

(1-4,1-best) (0.460) (0.416)

Age 0.055 0.005
(0.061) (0.044)

Constant 0.859∗∗∗ 0.090 0.865∗∗∗ −1.584
(0.224) (1.626) (0.259) (1.149)

N 77 77 67 67
logL −24.806 −21.624 −31.451 −25.720

Note: Subjects were classified as low performers [high performers] if they solved fewer than [at
least] six tasks in the tournament (round 2). Values in parentheses are standard errors: ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.

treatment is driven by low performers: low performers enter significantly

more often in the Hindsight treatment than in the No-Hindsight treatment;

high performers enter at the same rate in both treatments.

5 Discussion

This study presents experimental evidence that hindsight bias—a robust

distortion of how humans process informational asymmetries—causes over-

confidence in relative performance evaluations and overconfident behavior

in the form of overentry into competition. In our setting, hindsight bias

increases individual valuation of tournament entry by 19%, on average. As

predicted, hindsight-biased tournament entry is driven by individuals who

would have been better off not entering the tournament.
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Our data shows an additional, unexpected hindsight effect that is inde-

pendent of performance evaluation. Hindsight bias triggered comparative

overconfidence in beliefs even before decision makers had seen any perfor-

mance data (first belief elicitation). This immediate hindsight effect was

not predicted by our basic framework but can be captured by a “hard-but-

seemingly-easy effect”—a combination of hindsight bias and the Bayesian

hard-easy effect (Moore and Healy, 2008). In hindsight, things are seem-

ingly predictable and easy (although they were not), and seemingly easy

tasks produce overplacement through egocentric Bayesian learning, in the

same way as tasks that are actually relatively easy (see Moore and Healy,

2008). Together, our findings suggest that hindsight bias might be a powerful

driver of overplacement in real-world settings—in the realm of performance

evaluation, but also in settings without any information on performance.

Our experiment confirms information projection (Madarász, 2012) as a

mechanism underlying hindsight bias and biased performance evaluations.

There are various other testable implications of information projection and

hindsight-biased performance evaluation, such as suboptimal information

acquisition (Roese and Vohs, 2012) and scapegoating (Madarász, 2012). For

example, the goal of mortality and morbidity conferences among clinical

practitioners is to identify factors that led to complications or death and to

review potentially unsafe clinical practices. With hindsight bias, this process

might end prematurely since, more often than is warranted, a single expla-

nation (such as incompetence) appears to fully account for the outcome,

while other important factors (such as unclear responsibilities and commu-

nication channels) remain unnoticed and persist. At the same time, unclear

or too little communication can be a direct result of information projection

(Madarász, 2012). Information projection can also lead to favoritism and

discrimination under heterogeneity in linguistic backgrounds or when people

are subject to different levels of monitoring (Madarász, 2012). Finally, the

anticipation of hindsight-biased performance evaluations can lead to “de-

fensive agency,” in which agents change the production of information to

prevent reputational harm and false liability (Kessler and McClellan, 1996;
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Madarász, 2012).

While we are not aware of any mechanism other than hindsight bias (or

curse of knowledge) that can explain our findings, a limitation of our study

is that it does not offer an explanation for persistent overconfidence in tour-

naments (see Huffman et al., 2019). In our setting, agents who learn about

their own talent while gaining experience with the task become less over-

confident over time. However, important instances of overconfidence, such

as small-business failure, are marked by excess entry, followed by learning

and exit, and might, therefore, be well explained by hindsight-biased over-

placement.

What can be done if future research corroborates the importance of

hindsight bias for overplacement and overentry? A few known moderators

of hindsight bias might also help to reduce overplacement and overentry.

First, individual expertise and familiarity with a task have been linked to

lower levels of hindsight bias (Dawson et al., 1988; Christensen-Szalanski

and Willham, 1991). While we cannot test this relationship in our set-

ting, our data shows that hands-on experience with the task can correct

hindsight-biased performance evaluation and may, thus, potentially reduce

overentry. In retrospect—i.e., after performing the task but before receiving

any feedback (third belief elicitation)—participants in the Hindsight treat-

ment correctly assessed their performance relative to their competitors’, on

average, which suggests that they no longer believed that their competitors

were “below average.”32 Acquiring management experience and business-

related expertise before startup formation may, therefore, help to correctly

assess the competitiveness of a startup and the odds of business success

(see, also, Azoulay et al., 2020, who find that industry-specific experience

32In retrospect, participants also correctly assessed their own absolute performance and
the absolute performance of a randomly selected other participant (whom, in contrast to
their competitors, they had not monitored initially). However, these observations do not
rule out that participants in the Hindsight treatment remained overoptimistic regarding
their future performance or the easiness of the task since, for example, subjects might
have believed that they got an “unlucky” sample of tasks in the tournament (all belief
elicitation, including the third, referred to the tournament in round 2).
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predicts entrepreneurial success).33 Another known moderator of hindsight

bias is forced deliberation: When people are asked to provide reasoning for

their judgments in hindsight or potential explanations for counterfactual

outcomes, hindsight bias tends to be weaker (Slovic and Fischhoff, 1977;

Arkes et al., 1988; Kennedy, 1995). If such reasoning can be self-invoked in

an analytical culture that is mindful of hindsight bias, biased performance

evaluations and overentry might be mitigated.

On a final note, our findings may be of practical interest to experimenters

studying overconfidence. Our setting provides a simple tool for exogenously

manipulating comparative (over)confidence and the inclination to compete.
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Appendices

A Additional Analysis

A.1 Regressions with controls for individual absolute per-

formance per work round

Table 3: Regressions of guessed tournament ranks on treatment and
dummies for performance levels.

Dependent variable: Guessed tournament rank (1=best, 4=worst)
(Ordered probit) (1) (2) (3)

Hindsight Treatment −1.036∗∗∗ −1.071∗∗∗ −1.011∗∗∗

(0.197) (0.195) (0.193)
Dummies for absolute

Round 1 Round 2 Round 3
performance levels in

N 144 144 144
logL −175.730 −172.131 −172.813

Note: Estimated coefficients on performance dummies and cutoffs from ordered
probit regressions are omitted. Values in parentheses are standard errors: ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.

Table 4: Regressions of piece-rate equivalents on treatment and dum-
mies for performance levels.

Dependent variable: Piece-rate Equivalent
(Tobit regressions) (1) (2) (3)

Hindsight treatment 0.166∗∗ 0.180∗∗ 0.164∗∗

(0.080) (0.077) (0.078)
Constant 0.800∗∗∗ 1.320∗∗∗ 1.093∗∗∗

(0.266) (0.460) (0.329)
Dummies for absolute

Round 1 Round 2 Round 3
performance levels in

N 144 144 144
logL −96.417 −94.267 −96.933

Note: Estimated coefficients on performance dummies are omitted. Values in
parentheses are standard errors: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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A.2 Hindsight-biased overentry by performance type

Table 5: Test of the treatment effect on tournament participation conditional on individual ability.

Dependent variable: Tournament Entry

(Probit regressions) Performance cutoff based on
Work Round 1 Work Round 2 Work Round 3
(1) (2) (3) (4) (5) (6)

Hindsight treatment 0.668∗ 1.000∗∗ 1.235∗∗ 1.666∗∗ 0.741∗ 0.912∗∗

(0.384) (0.454) (0.518) (0.652) (0.415) (0.452)

High Performer −0.376 −0.057 −0.023 0.000 −0.048 0.152
(0.391) (0.448) (0.372) (0.420) (0.365) (0.419)

Hindsight×High Performer −0.206 −0.687 −1.105∗ −1.526∗ −0.407 −0.536
(0.590) (0.699) (0.651) (0.824) (0.573) (0.665)

Risk lovingness (SOEP) 0.134∗∗ 0.101 0.145∗∗ 0.126 0.130∗ 0.098
(0.068) (0.076) (0.069) (0.078) (0.067) (0.075)

Gender (1-male) 0.540∗ 0.532 0.496∗ 0.522 0.549∗ 0.548
(0.295) (0.338) (0.294) (0.345) (0.296) (0.349)

High School GPA 0.023 0.272 0.085 0.367 0.052 0.249
(0.250) (0.308) (0.261) (0.334) (0.249) (0.304)

Age 0.033 0.021 0.034 0.020 0.030 0.018
(0.035) (0.037) (0.035) (0.037) (0.033) (0.034)

Extraversion (Big 5) 0.144 0.309 0.147
(0.677) (0.714) (0.662)

Agreeableness (Big 5) 0.386 1.073 0.735
(0.982) (1.046) (0.961)

Conscientiousness (Big 5) 0.444 0.740 0.513
(0.786) (0.832) (0.790)

Neuroticism (Big 5) −2.651∗∗∗ −2.391∗∗ −2.438∗∗

(0.996) (0.997) (0.965)

Openness (Big 5) 0.815 0.697 0.692
(0.661) (0.650) (0.647)

Generalized Optimism 0.040 0.059 0.039
(Life Orientation Test) (0.040) (0.043) (0.040)

Constant −0.754 −0.870 −1.046 −2.073 −0.832 −1.097
(0.952) (1.586) (0.986) (1.884) (0.897) (1.596)

N 144 144 144 144 144 144
logL −51.942 −45.277 −50.544 −42.939 −52.754 −46.056

Note: Subjects are classified as low performers [high performers] if they solved fewer than [at least] six tasks in the
round given in the header. Values in parentheses are standard errors: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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A.3 Excluding participants who guessed they could solve all

tasks
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Figure 8: Distribution of guessed own absolute performance in the tourna-
ment after seeing the examples in the No-Hindsight treatment (left panel)
and the Hindsight treatment (right panel).

Table 6: Regressions of guessed tournament ranks on treatment and
performance dummies—excluding all participants who guessed that
they could solve 10/10 tasks.

Dependent variable: Guessed tournament rank (1=best, 4=worst)
(Ordered probit) (1) (2) (3)

Hindsight Treatment −1.048∗∗∗ −1.075∗∗∗ −1.027∗∗∗

(0.203) (0.200) (0.197)
Dummies for absolute

Round 1 Round 2 Round 3
performance levels in

N 137 137 137
logL −167.551 −164.778 −166.376

Note: Estimated coefficients on performance dummies and cutoffs from ordered
probit regressions are omitted. Values in parentheses are standard errors: ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.
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Table 7: Regressions of piece-rate equivalent on treatment, perfor-
mance, and guessed tournament rank—excluding all participants
who guessed that they could solve 10/10 tasts.

Dependent variable: Piece-rate Equivalent
(Tobit regressions) (1) (2) (3)

Hindsight treatment 0.175∗∗ 0.170∗∗ 0.021
(0.079) (0.077) (0.081)

Guessed rank −0.165∗∗∗

in tournament (0.040)

Dummies for
No Yes Yes

performance levels

Constant 0.941∗∗∗ 1.330∗∗∗ 1.973∗∗∗

(0.055) (0.452) (0.453)

N 137 137 137
logL −90.146 −86.106 −78.016

Note: Columns 2 and 3 include dummies for each performance level in the tour-
nament (round 2). The results are qualitatively the same when adding dummies
for each performance level in round 1 or round 3 instead of round 2. (Guessed)
tournament ranks range from 1 (best) to 4. Values in parentheses are standard
errors: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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B Original screenshots (German)

Figure 9: Solution to example task provided in the Hindsight treatment.

Figure 10: Information about matched participants. The reminder (left
panel) was shown before the performance data (right panel).
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C Instructions for the informed and the uninformed

treatments (translated from German)34

This experiment is part of a research project funded by the German Science
Foundation. The experiment is on economic decision making.

From now on, and for the entire time of the experiment, you are
not allowed to talk to other participants or to communicate with
them in any way. If you have a question, please raise your hand
and we will come to you and answer your question. Please do not
ask any question out loud. If you violate these rules, we will have
to end the experiment.

You will receive 5 Euro for participating in this experiment. You can earn
additional money during the experiment. The instructions are the same for
all participants.

Overview

The experiment consists of several rounds. In each round, you will work
on a fixed number of tasks. Your payment at the end of the experiment
depends on your choices, on the number of tasks you solve correctly in one
of the rounds, and, potentially, on the number of tasks that participants in
previous experiments solved correctly. The exact timeline of the experiment,
the decisions you have to make, and the payment procedures are explained
in detail below.

Structure of the Tasks

For each task, you will watch a short video clip, each consisting of two images
shown alternately on the computer screen. The two images are identical
except for one area. The difference between the two images will consist of
one or more objects present in one of the images but partially or completely
missing in the other image. Your task is to spot the difference between the
two images.

Figure 1 shows an example. Image A in the example contains a kayaker on

34The treatment difference is indicated in [square brackets].
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the left side of the image. The kayaker is not present in image B.

Image A Image B

Figure 1: Example of an image pair.

During the task, one image is shown for about one second. After a short
blank screen, the other image is shown. The sequence of images is: Image
A, Image B, Image A, Image B, . . . and so on. The total duration of each
video clip is 14 seconds.

After the video clip, you have 40 seconds to submit an answer. During this
time, you will see a response grid (see Figure 2). The response grid has
numbered sections covering the image that contains the object to identify
(Image A in the example).

Figure 2: Example of response grid.
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There will be an input field below the response grid. There, you can enter
one of the grid numbers. To solve the task, you must enter the number of
a section that contains the difference between the images. If the difference
covers more than one section, the number of any section containing the
difference is a valid answer. So, in the example above (Figure 2), you can
enter “1” or “68” to solve the task correctly. Please note that simultaneous
entries of several grid numbers will not be evaluated.

To proceed, click “Continue.” If you submitted an answer, it is now saved
and shown for confirmation on the screen. You can now click “Next Task”
to proceed or “Revise” to correct your input within the allowed response
time.

Please note that only your final answer will be evaluated. Hence, if you make
a correction—that is, you enter a new grid number in the input field and
click “Continue” to save your answer—then only this and not the previous
answer will be validated. If you do not complete a correction within the
given response time, your previous answer will be evaluated.

The experiment will continue as soon as all participants have clicked “Next
Task” or after the 40-second response time has elapsed.

Matching to a Group with Participants in Previous Experi-
ments

Participants in previous experiments have worked through all tasks you are
going to see in the experiment.

At the beginning of this experiment, three participants in previous experi-
ments will be randomly matched to you. You and your matched participants
will form a group. This group assignment will remain the same for the en-
tire time of the experiment; that is, the three participants matched to you
will be the same for the entire duration of the experiment. The randomly
selected participants of previous experiments are, however, not the same for
all participants of this experiment.

To ensure anonymity, you will not learn the identity of the former partic-
ipants with whom you are matched. Your anonymity will also be ensured
during the entire experiment.
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Structure of the Rounds

Each round consists of ten tasks, that is, ten video clips, in which you have
to spot the difference between two images. At the end of each round, your
rank will be determined relative to your matched participants.

Your ranking is based on the number of tasks you solve correctly within a
given round. You rank 1st if you solve more tasks than each of your three
matched participants. If the number of tasks you solve is the second-highest,
then you rank 2nd. If you solve the third-highest number of tasks, you rank
3rd. If you solve the lowest number of tasks compared to your matched
participants, then you rank 4th.

If you and one or more of your matched participants solve the same num-
ber of tasks, then your ranking relative to these participants is determined
randomly. For example, if you solve the same number of tasks as one of
your matched participants,while the two other participants matched to solve
fewer tasks than you, then you have the same chance to be ranked 1st as
your matched participant who solves the same number of tasks as you.

Of course, the comparison of your score with those of your matched par-
ticipants is based on exactly the same videos. That is, the number of your
correctly solved tasks in a given round will be compared to the number
of correctly solved tasks of your matched participants for the exact same
videos.

Conditions for Your Matched Participants

Your matched participants previously performed the tasks under the same
conditions as you. Specifically, they had the same time as you to work on the
tasks: 14 seconds to watch the video and 40 seconds to submit an answer.

However, your matched participants worked on all the tasks that you will
see in this experiment under a competitive payment scheme—including the
tasks in your Example Round. Specifically, they received a payoff in a given
a round only if they ranked 1st within their group.

Timeline and Payment

The timeline of the experiment is as follows:
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1. Decision Phase 1
2. Example Round (10 tasks)
3. Information about your matched participants
4. Decision Phase 2: Choice of Your Critical Piece Rate
5. Announcement of the Piece Rate in the envelope
6. Round 1 (10 tasks): Piece Rate
7. Round 2 (10 tasks): Competition
8. Round 3 (10 tasks): Piece Rate or Competition
9. Questionnaire

10. Random draws and calculation of your payment
11. Feedback and payment

1 Decision Phase 1

At the beginning of the experiment, you will face a number of decision-
making problems. At the end of the experiment, one of your decisions will
be randomly selected for payment. You will receive more information about
the decision-making problems and the payment rules during the experiment.

2 Example Round

After Decision Phase 1, you will participate in an Example Round. Here,
you will see ten tasks in the same way as in the subsequent three rounds.
You cannot earn money in the Example Round; that is, your input will not
be evaluated. [Hindsight Treatment only: During the Example Round,
you receive a guide to the solution at the outset of each task. You will not
receive solution guides during the following payoff-relevant rounds.]

Both the allocation of the videos to your Example Round and the three
subsequent rounds as well as order of the videos within each round, are the
result of a random draw. This random draw does not take into account the
order in which your matched participants solved the tasks. The order of the
tasks was also determined randomly for these participants.

Because the tasks are not precisely the same in terms of their degree of
difficulty, the random draw for this experiment ensured a uniform degree
of difficulty across Rounds. That is, both the Example Round and the
following three Rounds contain the same ratio of comparatively easier and
harder tasks.
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The random draw of the videos is the same for all participants of this ex-
periment; that is, at a given time in this experiment, each participant will
be watching the same video clip.

3 Information Phase

At this time, you will receive information on how your three matched partic-
ipants did in your Example Tasks: For each of your three matched partici-
pants, you will learn how many of your Example Tasks they solved correctly.
Please note that your matched participants previously worked on your Ex-
ample Tasks (as well as the tasks in Rounds 1–3) under Competition. That
is, they were paid for a given round only if they ranked 1st within their
group.

4.–8. Decision Phase 2, Announcement of the Piece Rate,
and Rounds 1–3

You will receive 7 Euro for working on the tasks in Rounds 1 to 3. In
addition, one of the Rounds 1–3 will be randomly selected at the end of
the experiment. There are two different payment conditions in the three
Rounds.

Round 1: Piece Rate

In preparation for this experiment, a Piece Rate was determined, sealed in
an envelope, and attached to the door of the laboratory. The Piece Rate is
between 0.01 Euro and 2 Euro. The envelope will be opened after Decision
Phase 2, that is, before Round 1, and the Piece Rate will be entered in one
of your computers.

If Round 1 is selected for payment, you will receive the Piece Rate in the
envelope for each task that you solve correctly in this round.

Round 2: Competition

If Round 2 is selected for payment, your payoff will be determined as follows:
You receive 2 Euro for each correctly solved task if you rank 1st in this round;
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otherwise, you will receive 0 Euro.

Round 3: Piece Rate or Competition

If Round 3 is selected for payment, your payoff depends on your choice in
Decision Phase 2, where you choose Your Critical Piece Rate.

Your choice of Your Critical Piece Rate determines how your payoff is cal-
culated in Round 3 as follows:

� If the Piece Rate in the envelope is smaller than Your Critical Piece
Rate, then you will be paid according to the Competition condition.
That is, you will receive 2 Euro for each task you solve correctly in
this round if you rank 1st in this round; otherwise, you will receive 0
Euro.

� If the Piece Rate in the envelope is greater than or equal to Your
Critical Piece Rate, then you will be paid according to the Piece Rate
in the envelope. That is, you receive the Piece Rate in the envelope
for each task you solve correctly in this round.

During the experiment, a graphical interface will assist you in your decision
making. For each participant, the starting value of the Critical Piece Rate
in the graphical interface is randomly chosen by the computer.

Questions During the Experiment

You will be asked a total of nine questions at different times during the
experiment. Here, you can earn additional money. At the end of the exper-
iment, one of the nine questions will be randomly selected. You will receive
1 Euro if you answered this payoff-relevant question correctly. You will re-
ceive instructions for the exact payment rules for the questions during the
experiment.

9 Questionnaire

After the three rounds, you will receive a questionnaire to complete. Al-
though your answers will not affect your payoff, we ask that you answer the
questions carefully.

12



10.–11. Random Draws, Feedback, and Payment

At the end of the experiment, one of your choices from Decision Phase 1,
one of your answers to the nine questions during the experiment, and the
payment round (the same for all participants) will be randomly selected for
payment. Your respective payoffs and your total payment will be shown
on the screen. You will also receive information about all three rounds—in
particular, the number of tasks you solved correctly in each round and your
rank in each round.

Your total payment for this experiment, thus, consists of:

1. Your show-up fee (5 Euro);
2. Your payment for working on the tasks (7 Euro);
3. Your payoff according to one of your choices in Decision Phase 1;
4. Your payoff according one of your answers to the questions during the

experiment; and
5. Your payoff according to the randomly selected payoff-relevant round.

Do you have questions? If yes, please raise your hand. We will answer your
questions in private.

Thank you for participating in this experiment!
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Comprehension Questions

1. After the Example Round, you will receive information about your
matched participants. Who are these participants?

2. Your score in Rounds 1–3 will be used to calculate your rank relative
to other participants. Who are these participants?

3. Do questions 1 and 2 refer to the same participants?

4. At what time will you be matched to a group; that is, at what point
in the experiment will other participants be matched to you?

5. How many participants will be matched to you?

6. Which of the tasks that you will see in your Example Round and
Rounds 1–3 of this experiment were also performed by your matched
participants?

7. Under which payment condition did your matched participants per-
form the tasks of Round 1–3?

8. Under which payment condition did your matched participants per-
form the tasks of your Example Round?

9. The Piece Rate is relevant for which rounds?

10. What is the amount of the Piece Rate, and when do you learn the
amount of the Piece Rate?

11. How is your payoff calculated if Round 1 is randomly selected for
payment?

12. How is your payoff calculated if Round 2 is randomly selected for
payment?

13. Imagine that Round 3 is randomly selected for payment. Assume,
further, that in Decision Phase 2, you set Your Critical Piece Rate to
X Euro and that the Piece Rate in the envelope is Y Euro.

(a) How is your payoff in Round 3 calculated if X > Y , that is,
if Your Critical Piece Rate is larger than the Piece Rate in the
envelope?

(b) How is your payoff in Round 3 calculated if X ≤ Y , that is, if
Your Critical Piece Rate is smaller than or equal to the Piece
Rate in the envelope?
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